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Abstract 

Accurate prediction of binding free energies is critical to streamlining the drug development and 

protein design process. With the advent of GPU acceleration, absolute alchemical methods, which 

simulate the removal of ligand electrostatics and van der Waals interactions with the protein, have 

become routinely accessible and provide a physically rigorous approach that enables full consideration of 

flexibility and solvent interaction. However, standard explicit solvent simulations are unable to model 

protonation or electronic polarization changes upon ligand transfer from water to the protein interior, 

leading to inaccurate prediction of binding affinities for charged molecules. Here, we perform extensive 

simulation totaling ~540 µs to benchmark the impact of modeling conditions on predictive accuracy for 

absolute alchemical simulations. Binding to urokinase plasminogen activator (UPA), a protein frequently 

overexpressed in metastatic tumors, is evaluated for a set of ten inhibitors with extended flexibility, 

highly charged character, and titratable properties. We demonstrate that the alchemical simulations can be 

adapted to utilize the MBAR/PBSA method to improve the accuracy upon incorporating electronic 

polarization, highlighting the importance of polarization in alchemical simulations of binding affinities. 

Comparison of binding energy prediction at various protonation states indicates that proper electrostatic 

setup is also crucial in binding affinity prediction of charged systems, prompting us to propose an 

alternative binding mode with protonated ligand phenol and Hid-46 at the binding site, a testable 

hypothesis for future experimental validation.  

Introduction 

 Electrostatics and polarization effects are critical to the study of biomolecular processes such as 

dynamics, recognition, and enzymatic catalysis. The success of computational simulation in sampling 

physiologically apt biomolecular structures involved in enzyme activity is dependent on both efficient 

calculations to enable consideration of atomic interactions at long timescales, and accurate treatment of 

those interactions to maximize predictive capability. Current simulation efforts often ignore the impact of 

electronic polarization due to their complexity and high computational costs, leading to errors such as the 

overestimation of gas-phase water dimer interaction energy by greater than 30% with the nonpolarizable 

TIP5P model.1, 2 The standard nonpolarizable point-charge model allows analysis of electrostatics through 

straightforward application of the Coulombic potential but is unable to capture the effect of exposure to 

different electrostatic environments such as between the protein interior and solvent that is essential to 

biomolecular processes. Furthermore, reference parameters for nonpolarizable models are typically 

derived from gas-phase quantum mechanical calculations, resulting in spurious “pre-polarization” when 
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used in an aqueous environment due to the inclusion of average bulk polarization effects inconsistent with 

the liquid phase. Improving the treatment of electrostatics and polarization would significantly enhance 

efforts to study the biomolecular processes of ion-dependent interactions, proton and electron transfer in 

enzyme catalysis, order-disorder transitions in intrinsically disordered regions, pKa effects in titration, 

etc.  

 A number of polarizable models have been developed to address the accurate representation of 

electrostatic interactions for biomolecular simulation including the OPLS-AA fluctuating charge model3, 

4, Drude oscillator5-8 with CHARMM, and AMOEBA with multipole expansion and increased force field 

components.9-11 Recent developments with AMBER include the polarizable Gaussian Multipole (pGM)12, 

13 model that improves over the previous induced dipole implementation based on Thole models.14-18 

pGM represents each atom’s multipole as a single Gaussian function or its derivatives, speeding 

electrostatic calculations over alternative Gaussian-based models. By screening short-range interactions in 

a physically consistent manner, pGM enables the stable charge-fitting necessary to describe molecular 

anisotropy that is difficult to achieve with Thole models.12, 13      

Regardless of which model to use, an important application of molecular simulations is the 

accurate prediction of binding affinities to accelerate the drug discovery process as recently reviewed.19 

Accurate virtual screening is necessary to reduce the excessive time and costs associated with drug 

development, which are estimated to be over 10 years and $2.8 billion for an approved drug.20 Methods 

based on geometric docking to optimize the shape and electrostatic complementarity between binding 

partners,21-25 end-point MD simulations with either the linear interaction energy method26 or the 

Molecular Mechanics Poisson Boltzmann Surface Area method,27-36 end-point MC simulations with the 

Mining Minima method,37-40 alchemical pathway simulations with full sampling of conformational 

flexibility in explicit solvent,22, 41-47and machine learning based on correlation of structural features and 

protein-ligand interactions48-50 have shown promise, but have not achieved the generalizable accuracy 

required or come at too high computational cost for practical application to drug discovery.  

  Alchemical simulations measure the free energy difference between two states, so that it can be 

used to determine the free energy change between the complex state with protein and ligand bound and 

the unbound state with protein and ligand separated.51 Alchemical simulations progress through a closed 

thermodynamic cycle, utilizing transformations through unphysical intermediate states modeling the 

gradual decoupling of ligand electrostatic and van der Waals (VDW) interactions with the protein 

environment, and provide a computational advantage over brute-force simulations of unbinding or 

binding processes.52 Previous work has highlighted the utility of alchemical simulations in the 

computation of small molecule distribution coefficients between solvent phases,53 protein stability upon 

amino acid mutation,54 binding affinity through relative transformation growing or deleting functional 

groups off a reference structure,55-57 and absolute transformation where the larger perturbation of ligand 

transfer to gas phase is modeled.58-62 Absolute alchemical transformations, which permit direct prediction 

of binding energy and do not require initialization from a reference structure with high similarity to the 

target as relative calculations, have only recently become practical with the development of high-

performance computer hardware, such as graphical processing units (GPUs). 

Structure-based drug design coupled to alchemical simulations has served as the foundation for 

drug development campaigns;58 however, limitations due to heterogeneity in protocols and model setups, 

limited accuracies in molecular force fields, and insufficient sampling of the protein and ligand 

conformations still impede prediction accuracy. Furthermore, standard alchemical simulations are unable 

to model protonation or electronic polarization changes upon ligand transfer from water to the protein 

interior, leading to inaccurate prediction of binding affinities for charged molecules. In this study, we 
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benchmarked the absolute alchemical transformation methods on the urokinase plasminogen activator 

(UPA) system to estimate the impacts of protonation and closely related polarization effects during the 

protein-ligand binding process. UPA is a serine protease that activates plasmin which is involved in the 

degradation of blood clots and extracellular matrix.63 UPA has been found to be overexpressed in several 

types of metastatic tumors; this upregulation has been proposed to drive the tissue degradation required 

for cancer invasion and metastatic growth, making UPA a desirable target for anticancer therapeutics. The 

tested models are a set of high-resolution crystal structures collected by Katz et al. with 10 different 

competitive inhibitors of varying sizes, charges, and chemical groups (Figure 1).64-66 The inhibition 

constant (Ki) of each ligand has been experimentally determined, allowing for the validation of our 

computational protocols. This set of ligands represents a diverse and challenging test case with inhibitors 

bearing a large number of torsion angles that require lengthy simulation to sample the available 

conformation space, highly charged character amplifying inaccuracy in the treatment of electronic 

polarization, and multiple potential protonation states due to ionizability and tautomerization.  

 

Figure 1. Chemical structures of the 10 evaluated UPA inhibitors. The molecules share a 

benzamidine-like scaffold with characteristic amidine group carrying positive charge, and extended tails 

comprised of a phenol group and other functional modifiers. The hydroxyl on the phenol is proposed to 

be titratable and samples deprotonated and protonated states during binding, altering the hydrogen 
bonding capability of the ligands. The inhibitors are categorized as small (those without the phenol 

group): 1C5X, 1C5Y, 1C5Z, and 1GI7, and big for those with potentially charged phenols: 1GJ7, 1GJ8, 

1GJA, 1GJB, 1GJD, 1O3P.    

 

 To address the heterogeneity in the alchemical protocol, we studied the effects of various 

simulation setups/conditions including ligand force field choices, salt concentrations, alternative 
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protonation states, and ligand restraints through a single harmonic distance (1DOF) or with the more 

involved 6-degree of freedom (6DOF) restraints to improve convergence by maintaining the ligand in the 

binding pose. We further developed a new strategy to utilize the PBSA continuum solvent model coupled 

with the Multistate Bennet Acceptance Ratio (MBAR) approach to estimate the effect of electronic 

polarization in this challenging set of highly charged ligands. We demonstrated that the application of the 

MBAR/PBSA method with optimized solute dielectric constant permits more properly modeled electronic 

polarization, leading to superior accuracy in the absolute binding free energy prediction of this highly 

charged set of ligands. This allows us to assess alternative protonation states for the ligands and titratable 

residues in the binding pose, offering a testable hypothesis for future experimental validation.  

Methods 

Structure Preparation for Molecular Simulations 

Crystal structures for the inhibitor bound urokinase plasminogen activator (PDB: 1C5X, 1C5Y, 

1C5Z, 1GI7, 1GJ7, 1GJ8, 1GJA, 1GJB, 1GJD, and 1O3P)64-66 were obtained from the RCSB PDB 

database.67 Experimentally determined binding free energies were obtained from the PDBbind database.68 

The structures were prepared for simulation by removal of all water molecules greater than 5 Å away 

from the active site, removal of all co-crystallized ligands that were not the target inhibitor, and truncation 

of all structures to 245 amino acids by deletion of disordered C-terminal residues that were not resolved 

in all crystal structures (a maximum of 3 residues were deleted). Disulfide bonds were added as in the 

crystal structures. 

As there is no pKa measurement available, protonation states of titratable residues were 

determined at pH 7.4 through the H++ webserver69 except those in the binding pocket, where the complex 

crystal structures were used to infer the likely protonation states. In the binding pocket, His-94 and Asp-

97 are modeled as default neutral HIE and charged ASP, respectively, as there is no unusual polar 

interaction with the ligand molecule. For His-46 and the ligand phenol group, there are two possible 

protonation states that satisfy the steric constraint in the crystal structures as discussed in detail in Results 

and Discussion. The first possibility is to set His-46 as protonated HIP and the ligand phenol as 

deprotonated as suggested in Ref.65 The second possibility is to set His-46 as deprotonated HID and the 

ligand phenol as protonated. Given these protonation states, 1C5X, 1C5Y, 1C5Z, and 1GI7 are treated as 

+1 net charge due to protonation at the amidine group, and all other ligands are treated as +0 net charge 

zwitterions with a +1 charge of the amidine group and -1 charge on the deprotonated phenol hydroxyl or 

as +1 net charge ions with 0 charge on the protonated phenol hydroxyl. The predictive accuracy of both 

protonation states was compared to a baseline model with all ligands treated as +1 net charge due to 

default protonation at the amidine and phenol hydroxyl with Hip-46. All tested conditions and protonation 

states are summarized in Table 1.  

 

Condition HIS46 Protonated 

Ligands (+1 

charge) 

Deprotonated 

Ligands (+0 

charge) 

Salt Restraint 

Potential 

Baseline HIP 

1C5X, 1C5Y, 

1C5Z, 1GI7, 
1GJ7, 1GJ8, 

1GJA, 1GJB, 

1GJD, 1O3P 

- 
Counter-ions 

only 
1DOF 
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Baseline + 150 

mM salt 
HIP 

1C5X, 1C5Y, 
1C5Z, 1GI7, 

1GJ7, 1GJ8, 

1GJA, 1GJB, 

1GJD, 1O3P 

- 150mM 1DOF 

Baseline + 

Deprotonated 

Ligands 

HIP 
1C5X, 1C5Y, 
1C5Z, 1GI7 

1GJ7, 1GJ8, 

1GJA, 1GJB, 

1GJD, 1O3P 

Counter-ions 
only 

1DOF 

All-HIP HIP 
1C5X, 1C5Y, 

1C5Z, 1GI7 

1GJ7, 1GJ8, 
1GJA, 1GJB, 

1GJD, 1O3P 

150 mM 1DOF/6DOF 

All-HID HID 

1C5X, 1C5Y, 

1C5Z, 1GI7, 
1GJ7, 1GJ8, 

1GJA, 1GJB, 

1GJD, 1O3P 

- 150 mM 1DOF 

Small-HIP Mixed 

1C5X, 1C5Y, 

1C5Z, 1GI7 

(HIP) 

1GJ7, 1GJ8, 
1GJA, 1GJB, 

1GJD, 1O3P 

(HID) 

- 150 mM 1DOF 

Small-HID Mixed 
1C5X, 1C5Y, 
1C5Z, 1GI7 

(HID) 

1GJ7, 1GJ8, 

1GJA, 1GJB, 

1GJD, 1O3P 

(HIP) 

150 mM 1DOF 

Table 1. Summary of simulation conditions. The baseline corresponds to a default setup with full 

ligand and protein protonation, salt concentration at charge neutralizing amount, and 1DOF restraint. 

Singular condition changes to the baseline: 150 mM salt concentration, and deprotonated ligand phenol.  
Alternative protonation states are tested with variable ionization at the ligand phenol and His-46 to model 

the effect of hydrogen bonding potential on binding free energy prediction. 

 

Ligand partial charges were determined with the Restrained Electrostatic Potential (RESP) 

method70 at the HF/6-31G* level using Gaussian09,71 except HF/CEP-31G was used for ligands with 

iodine. Other ligand parameters were taken from the General Amber Force Field (GAFF)72 or GAFF2. 

The protein was modeled with the ff14sb73 force field. Systems were solvated in TIP3P74 water in 

truncated octahedron with 10 Å buffer, and charge neutralized with Na+/Cl- ions. Additional ions were 

also added to reach 150 mM salt concentration under the high salt condition tested. Molecular dynamics 

simulations were performed with pmemd.cuda75 from the Amber18 package with an 8 Å Particle Mesh 

Ewald76 cutoff and otherwise default settings. 

Alchemical Simulation Protocol 

Computation of binding free energies was conducted through a four-step process: equilibration, 

restraint sampling, decharging, and softcore van der Waals removal.77, 78 Imposition of restraints and each 

of the two inhibitor transformation steps (decharging and VDW removal) proceeded through a series of 

alchemical intermediates described by the coupling parameter lambda increasing from 0 (starting state) to 

1 (fully transformed ending state). Final simulation data are an aggregate of ensemble MD of five 
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independent replicates started from the minimized crystal structures with randomized initial velocities. 

The free energy differences between states were calculated with MBAR79, 80 through the pymbar79 

package, and required the calculation of energy cross-terms for each trajectory at each restraint, charge, 

and VDW lambda steps. Only data produced from frames in the last half of each trajectory were included 

in energy calculations to ensure well-equilibrated results.  

Minimization and Equilibration The UPA systems were minimized in two steps: first with 2,500 steps of 

steepest descent and 2,500 steps of conjugate gradient where all non-hydrogen solute atoms were 

restrained with a 20 kcal mol-1 Å-2 force to relieve steric clash. The second minimization to remove solute 

steric clashes was run with the same cycle settings and restraints removed. Heating from 0 K to 298 K 

was performed over 0.5 ns with 10 kcal mol-1 Å-2 restraints on all non-hydrogen solute atoms. Solvent 

density equilibration under the NPT condition and the Langevin thermostat with collision frequency 2 ps-1 

was carried out over 0.4 ns with 2 kcal mol-1 Å-2 restraints on all non-hydrogen solute atoms to stably 

reach 1 atm pressure. Next, an unrestrained 100 ns NVT equilibration with the Langevin thermostat and 

collision frequency 1 ps-1 was completed to clear remaining structural artifacts from the initial crystal 

structure. Separate simulations for the unrestrained inhibitor alone and the protein-inhibitor complex were 

run for the decharging and VDW removal process. The inhibitor alone was extracted from the 

equilibrated complex and solvated in the TIP3P truncated octahedron box with 20 Å buffer and 

neutralized with Na+/Cl- counter-ions or up to 150 mM salt concentration. Trajectory data was analyzed 

with the cpptraj program81 and the NumPy82 packages. 

Imposing Restraints As electrostatic and VDW interactions are decoupled, the ligand has the ability to 

escape the active site and sample states irrelevant to binding, hindering convergence. Standard practice is 

to apply a restraint on the ligand which requires calculating the free energy contribution of the restraints, 

 ∆𝐴𝑟 = −𝑘𝑇 ln
𝑍𝑃𝑍𝐿

𝑍𝐶𝐿
,          (1) 

where ZP, ZL, ZCL are the configurational partition functions of the protein, ligand, and the cross-linked 

state.83-87 The derivation of the restraint free energy depends on the external degrees of freedom restrained 

on the ligand relative to the protein, which defines the cross-linked state or virtual bond. Since the ligand 

position and/or orientation is restrained to the protein, the protein external degrees of freedom can be 

separated out leaving the integration of the internal and external degrees of freedom for the ligand. The 

restraint free energy can be simplified into the difference between the term from the integration of all 

external degrees of freedom of a non-linear ligand, 8𝜋2𝑉, and the term of a gaussian integral for each 

degree of freedom used to restrain the ligand,√
2𝜋𝑘𝑏𝑇

𝐾𝜉
, where 𝐾𝜉  is the harmonic restraint force constant.  

In the 1DOF restraint, a single harmonic distance restraint with a 20 kcal mol-1 Å-2 force constant 

was utilized as a virtual bond between the Asp-192 alpha carbon and the ligand amidine carbon. The final 

analytical correction for the single distance restraint is as follows for restraining the ligand in the unbound 

state,84, 86 

 −𝑘𝑏𝑇 ln [
8𝜋2𝑉0𝐾𝑟

1/2

(2𝜋𝑘𝑏𝑇)1/2
]         (2) 

where Kr is the force constant of the distance restraint (SI Figure 1) and 𝑉0is the standard state volume. 

This virtual bond restraint is relative to the protein. This is different from the cartesian position restraint 
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from Roux et al.,83 which uses a point in three-dimensional cartesian space to restrain the ligand, resulting 

in an integral of (
2𝜋𝑘𝑏𝑇

𝐾𝜉
)

3
2⁄

. 

To study the effects of the restraining protocol, an independent set of simulations was also run 

with the set of 6 degrees of freedom (6DOF) orientational restraints proposed by Boresch et al.86 based on 

a single distance, two angular, and three dihedral parameters, all with 10 kcal mol-1 Å-2 force constants. 

For the 6DOF restraint, the final analytical correction for restraining the ligand in the unbound state is86 

 −𝑘𝑏𝑇 ln [
8𝜋2𝑉0(𝐾𝑟𝐾𝜃𝐴

𝐾𝜃𝐵
𝐾𝜙𝐴

𝐾𝜙𝐵
𝐾𝜙𝐶

)
1

2⁄

𝑟𝑎,𝐴,0
2 sin 𝜃𝐴,0 sin 𝜃𝐵,0(2𝜋𝑘𝑏𝑇)3

]      (3) 

where 𝑟𝑎,𝐴,0
  is the restrained distance, 𝜃𝐴,0 and 𝜃𝐵,0 are the two restrained angles and K’s are the force 

constants (SI Figure 1). 

All restraint bounds were selected based on the final positions of the ligands at the end of the 

equilibration stage. Restraint sampling from off to full strength was performed over 6 equally spaced 

lambda values (0, 0.2, 0.4, 0.6, 0.8, 1.0), each with 10 ns. A separate analytical correction is calculated to 

determine the penalty for restraining the ligand in the unbound state.  

Alchemical Simulations Decharging through parameter-interpolation of the inhibitors’ partial charges to 

the sampled lambda window was performed to gradually decouple all electrostatic interactions between 

the inhibitor and environment and was separately run prior to VDW removal to avert the possibility of 

attractive atom overlap singularities. Decharging for both ligands alone and complex was performed 

linearly over 11 equally spaced lambda values (0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0), each for 

40 ns with full restraints. System neutrality was maintained with charged ligands by simultaneously 

decharging a counter-ion alongside the ligand. Energies from lambda dependent VDW removal were 

calculated with the softcore potential to avoid numerical instability at endpoint lambdas observed with 

linear scaling due to atomic overlap.77, 78 VDW removal was completed over 16 lambda values (0.0, 0.1, 

0.2, 0.3, 0.4, 0.5, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.0) each for 20 ns, with denser 

sampling of lambda values at the later stages to more smoothly decouple VDW interactions. The dummy 

counter-ions present with charged inhibitor systems are VDW decoupled concurrently with the ligand. All 

free energy simulations were conducted with the pmemd.GTI44 program in Amber18. 

 Alchemical simulation results for each ligand were aggregated from 5 individual trajectories with 

randomized starting velocities to ensure robust conformational sampling. Energy values from the last half 

of each lambda window for the replicates are concatenated together to combine equilibrated data for final 

MBAR analyses. Examination of convergence involves calculating the difference in final free energy with 

the addition of each replicate trajectory, the analysis shows that cumulative free energies with 5 replicates 

leads to less than 0.5 kcal/mol deviations. Achieving reasonable convergence in absolute binding 

affinities for the systems studied here was not trivial, and the total MD simulation time including 

equilibration, restraint sampling, decharging, and VDW removal was 1.7 µs for a single sample. The total 

cumulative MD simulation time including all tested conditions and replicates was ~540 µs. Raw traces of 

the changes in free energy with each lambda window illustrate the linearity of the decharging process, and 

the high variation of the VDW removal process in the simulation of the complex (SI Figures 2, 3, 4, 5). 

Estimation of Electronic Polarization with MBAR/PBSA 
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 The Poisson Boltzmann Surface Area (PBSA) method differs from the standard MD approach in 

that solvent molecules are modeled implicitly as a continuum in a mean-field manner rather than as 

explicit molecules, which offers significant simulation efficiency.88-110 PBSA coupled with the MBAR 

protocol (i.e. MBAR/PBSA) was developed as an alternative to computing the decharging free energy for 

alchemical simulations in explicit solvent.111 The original explicit solvent trajectories for all lambda 

windows used for decharging were prepared by stripping the waters and ions, but with the counter-ion 

used to maintain the ligand charge neutrality kept.  

 MBAR/PBSA energy evaluation was performed via the linear Poisson-Boltzmann (LPB) method 

with the Amber18 sander module112 by post-processing solvent-stripped snapshots from alchemical 

simulations. Nonpolar solvation free energies113 were turned off as only electrostatic interactions with and 

without polarization were compared. Following calculation of electrostatic free energies from the 

individual snapshots, the MBAR method was used to determine the composite free energy change for the 

complete decharging process as in the explicit solvent model. The PBSA parameters were set to 0.5 Å 

grid spacing with different interior dielectric constants ranging from the default of 1 to 2 and solvent 

dielectric constant 80. Periodic boundary conditions were used, and the box size was set to twice the size 

of the complex dimension or four times the size of the ligand dimension. The incomplete Cholesky 

conjugate gradient numerical LPB solver was utilized and the iteration convergence criterion set as 10-

3.114-116  Atomic radii were based on the default mbondi parameters in the Amber package.112 The solvent 

probe radius was set to the default 1.4 Å and the mobile ion probe radius for the ion accessible surface 

was also set to the default 2.0 Å. The short-range pairwise charge-based interactions were cutoff at 7 Å, 

and long-range interactions were calculated from the LPB numerical solution.117 Ionic strength was set to 

match the value from the explicit solvent MD simulations.   

 The solvation free energies computed from the PBSA model are critically dependent on the 

atomic radii. The Amber default mbondi radii parameters are revised from the Bondi radius set, and do 

not reproduce the solvation free energies with the TIP3P water as used in this study. Thus, the binding 

free energies from the explicit solvent trajectories were first utilized to calibrate the PBSA model through 

scaling of the ligand and protein radii at solute dielectric constant 1 to match the explicit solvent 

simulations as previously developed for free energy simulations of ionic systems.111 First, ligand radii 

were uniformly scaled by the “Radiscale” PBSA input value and were tuned to minimize the absolute 

deviation between PBSA and explicit-solvent electrostatic free energies for the ligand alchemical 

simulations. Next given optimized “Radiscale”, the protein radii were then uniformly scaled by the 

“Protscale” input value and were tuned to minimize the absolute deviation between PBSA and explicit-

solvent electrostatic free energies for the complex alchemical simulations. Following calibration of the 

atomic radii, the PBSA model can be appropriately utilized for the investigation of electronic polarization 

by varying the solute dielectric constant.  

Results and Discussion 

Structural Agreement between Simulation and Experiment 

Errors or deficiencies in sampling experimentally relevant conformations are attributed to 

standard MD protocols/force fields and highlight sources for inaccuracy in the downstream alchemical 

process that is sensitive to sampled conformations. Thus, we first analyzed the effects of force field 

choices on the quality of sampled conformations of UPA inhibitors prior to alchemical simulations. Here 

General Amber Force field (GAFF) and GAFF2 were both studied. 
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The 10 co-crystalized inhibitors share a common amidine group attached to an aromatic ring 

(Figure 1). The larger ligands maintain the benzamidine scaffold of the small ligands linked to a phenol-

like ring and additional functional groups including methyl and cyclic structures, including 1GJ7, 1GJ8, 

1GJA, 1GJB, 1GJD, 1O3P (termed big ligands below). The rest of the ligands, 1C5X, 1C5Y, 1C5Z, and 

1GI7 are categorized as small ligands (1GI7 is large in size but lacks the characteristic phenol-like ring of 

the larger ligands so is grouped here).  

Binding is mediated by two sets of polar interactions. One is from the positively charged amidine 

group, which is common among these inhibitors and makes a dense network of stabilizing polar contacts 

to a buried Asp-192 and Ser-193 in the active site (Figure 2A). The phenol hydroxyl makes an additional 

group of hydrogen bonds centered on Ser-198; worth noting is its short hydrogen bond to Ser-198 with 

distance ~2.2 Å, the lower bound of a hydrogen bond length (Figure 2B).65 Due to the short distance, the 

phenol hydroxyl is inferred to act as an acid and be deprotonated in the bound state, and His-46 is 

interpreted to be a fully protonated Hip-46 to function as a hydrogen bond donor for the ligand phenol.65 

Interestingly, the hydrogen bond between the phenol hydroxyl and His-46 is longer at ~2.7 Å even if 

donor and acceptor are both charged when inferred this way. An alternative solution that satisfies the 

similar steric constraint in the crystal structure is for the protonated phenol hydroxyl to form the hydrogen 

bond with the Hid-46. In doing so, both groups are neutral. It should be pointed out that there is no direct 

pKa measurement of these residues/functional groups. Several of the inhibitors contain halogens (1C5X, 

1GJ7, 1GJD, 1GJ8), which are not parameterized comprehensively in current force fields, possibly 

leading to inaccurate treatment of these ligands. 

 

 

Figure 2. Example inhibitor binding poses. A) The protein and ligand form a network of polar 

interactions at two locations, at the base of the active site between the negatively charged Asp-192 and the 
positively charged amidine, and near the phenol hydroxyl with Ser-198 and His-46. B) Electron density 

supports the positioning of the ligand hydroxyl unusually close to Ser-198. An exceptionally short 

hydrogen bond is formed between the phenol hydroxyl and Ser-198 hydroxyl with distance ~2.2 Å, this 

interaction may not be captured accordingly with typical force fields due to van der Waals repulsion. 

 

Crystal Structure Analysis The stability of binding sites and ligands in these crystal structures are 

evaluated through B-factor and electron density analyses. The binding pocket is defined to include any 

residue with atoms within 6 Å of the inhibitor (SI Figure 6). Crystal B-factors describing flexibility are 
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not directly comparable between structures since they are a function of the crystalline disorder and 

resolution. Thus, the B-factors are normalized within each structure and Z-scores are compared (SI Figure 

7). The binding pockets exhibit roughly equivalent stability with median B-factor Z-scores around -0.6 

and the ligands mostly fall into the range of -0.5 to 0. The most stable ligand is 1GJB, possibly due to 

hydrophobic packing of the highly nonpolar and compact benzene tail, and the most flexible is 1GI7, 

which is large but lacks the phenol hydroxyl that enables the hydrogen bonding array at Ser-198, and 

instead has the hydroxyl pointing out toward solvent. Visualization of the density maps supports the close 

contact between Ser-198 and the phenol hydroxyl (Figure 2B). It was noted that atoms involved in the 

interaction were ignored during structure refinement due to incompatibility of the short hydrogen bonds 

with the force field used during refinement.65  

Effect of Force Field Choices on Ligand Binding Modes The positions of the inhibitors in the equilibrated 

models were first compared with those in the crystal structures (SI Figure 8). It is clear that the inhibitors 

move further into the active site and assume binding poses with phenol turned slightly outward. The 

distribution of distances sampled between the ligand phenol and Ser-198 shows that the ligands move 

further away to relieve the steric clash with both tested force fields, and largely maintain the hydrogen 

bond except for 1GJD (Figure 3A). The average distances are still within hydrogen bonding range even 

though there is sampling of unbonded conformations. 1GJD diverges due to rotation of the phenol group, 

full rotation causes the hydroxyl to point outward toward solvent and the original hydrogen bond is 

replaced by interaction with the carbonyl oxygen that links the phenol ring to the benzamidine scaffold 

(Figure 3B). This alternative binding pose is observed with a higher frequency with GAFF2.  

 

Figure 3. Relieving steric clash between the ligand phenol and Ser-198. A) The distance between the 

ligand phenol oxygen and Ser-198 hydroxyl oxygen is recorded over the last 10 ns of equilibration to 
analyze sampled conformations and compared to the distance observed in the crystal structures. The trend 

observed is identical for both GAFF and GAFF2 force fields, all ligands except 1GJD twist away due to 

repulsive steric interactions but keep in hydrogen bonding range. 1GJD samples broad distances, 
indicating the initial hydrogen bond is detached. B) Sample frame from the 1GJD simulation illustrates 

that the phenol hydroxyl rotates outward away from the protein, and the starting hydrogen bond is 

replaced with one between the peptide bond-like carbonyl and Ser-198. The inhibitor is colored green and 
labeled DRG.   
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Next, evaluation of the time evolution of backbone alpha carbon RMSD to crystal, binding pocket 

RMSD, ligand heavy atom RMSD, and distance from Asp-192 𝐶𝛾 to ligand amidine is performed (SI 

Figures 9, 10, 11). These values are discretized into 10 ns bins and averaged together from the five 

replicate trajectories. 1GJD stands out with 0.75 Å binding pocket RMSD using GAFF2 compared to 0.57 

Å RMSD with GAFF at the end of equilibration. This major rearrangement is an indication that an 

alternative binding pose is sampled and agrees with the phenol distance data, showing substantial rotation 

of the phenol ring. Ligand heavy atom RMSD shows no difference between GAFF and GAFF2. The 

small set of ligands with fewer torsions cluster together with low RMSD, while the highest RMSD values 

are observed with 1GJ8 and 1GJD. 1GJD is explained by the phenol rotation. For 1GJ8 the ligand moves 

away from the crystal pose by sliding more deeply into the binding pocket. The movement into the 

binding pocket is also observed to a lesser degree with 1O3P, 1GJB, 1GI7, and 1GJA. With both GAFF 

and GAFF2, the favorable polar interactions between the negatively charged Asp-192 and positively 

charged amidine draw the ligands into the binding pocket, signaling overestimation of electrostatic 

interactions that is typical of point charge models. In summary, it is clear that a large discrepancy between 

the crystal structure and equilibrium binding pose is observed with 1GJD and to a lesser extent with 

1GJ8, while the remaining models show close agreement, suggesting that the current force field treatment 

of 1GJD may not sufficiently characterize the important binding interactions observed in the crystal 

structure.    

Benchmarking the Effects of Simulation Conditions on Predictive Accuracy 

 We analyzed a range of factors including salt concentration, alternative ligand protonation states, 

and restraint potential that are known to impact alchemical simulation accuracy. These elements play 

critical roles in highly charged ligand binding interactions and their effects on predictive accuracy have 

not been thoroughly characterized in absolute alchemical simulations. Salt concentration plays a role in 

screening the strength of electrostatic interactions, yet consideration of physiologically relevant salt 

conditions is often ignored, and counter-ions are generally added only up to the amount necessary to 

neutralize charge to prevent artifacts arising from periodic boundary conditions. In standard MD 

simulations, the protonation states of the ligands are fixed and potential changes due to tautomerization or 

pKa shifts from differences in the solvent and protein environments are not accounted for, which leads to 

inaccuracy when considering ligands that undergo protonation changes during the binding process. 

Finally, two types of restraint potentials, 1DOF and 6DOF, have been utilized to prevent the ligand from 

drifting out of the active site as binding interactions are decoupled, the purpose of these restraints is to 

focus conformational sampling on configurations most relevant to the binding pose and aid convergence. 

Default Setup Leads to No Correlation with Experiment The benchmarks begin with a baseline binding 

free energy prediction to determine the accuracy with a simple and widely accepted model setup, based 

on a single harmonic distance restraint between the 𝐶𝛼  on Asp-192 to the amidine carbon (i.e. 1DOF), 

with counter-ions added only to the amount to neutralize the system charge, and full ligand protonation 

without consideration of the experimental data. The Root Mean Square Error (RMSE) for the baseline 

prediction is 3.2 kcal/mol, and the Pearson correlation coefficient is -0.15, indicating no linear correlation 

between the experimentally determined binding affinities and those predicted from simulation (Figure 

4A). The ligands with 0 net charge form a cluster of samples with underestimated binding free energies, 

while the charged ligands are predicted to have overestimated free energies indicating excessively 

favorable binding. 
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Figure 4. Baseline absolute alchemical binding predictions for UPA inhibitors. Evaluating the effects 

of simulation with 150 mM salt alone, deprotonated ligands alone, and with 150 mM salt and 

deprotonated ligands combined (1DOF All-HIP) on the baseline condition (fully protonated ligands, 
counter-ions added only up to neutralize system charge, and 1DOF restraints). The highest performance is 

observed with the 1DOF All-HIP condition with RMSE 2.50 kcal/mol and Pearson correlation 0.51. 

 

Use of Salt and Consistent Protonation State Improves Predicted Affinities Many automated setups 

neglect setting simulation parameters to match the physiologically relevant conditions, either due to lack 

of information or to simplify the protocol for higher computation throughput. One often overlooked 

condition is the salt concentration. The oversight may not be an issue for most neutral or hydrophobic 

ligands but becomes an important issue for charged ligands due to the impact of ions on electrostatic 

screening. Given otherwise identical setup and identical restraint as the baseline, the use of 150 mM salt 

concentration reduced RMSE to 2.58 kcal/mol and improved the Pearson correlation from negative to 0 

(Figure 4B). Another discounted issue is the treatment of protonation state for the ligands and amino acid 

side chains in the binding pocket, which is critical for defining the polar interactions that retain charged 

ligands. Consistent protonation states maintain hydrogen bond donor and acceptor pairing and/or charge 

complementary. Modification from the baseline using the deprotonated ligands was found to have 

minimal improvement in RMSE to 3.13 kcal/mol and significant improvement on the Pearson correlation 

to 0.43 (Figure 4C). Further, when 150 mM salt concentration and deprotonated ligands are combined, 
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RMSE is noticeably reduced to 2.50 kcal/mol, and the Pearson correlation is further boosted to 0.51 

(Figure 4D). These comparisons highlight a consistent beneficial effect in improving both accuracy and 

correlation by matching the physiologically relevant salt conditions, and a greatly improved correlation 

when maintaining consistent protonation states.   

6DOF versus 1DOF in Predicted Affinities Both 1DOF and 6DOF restraints are widely utilized, but direct 

comparison has been lacking. The single distance restraint is simpler to implement and enables broader 

sampling of the binding pocket volume available but has been noted to require longer simulation to reach 

convergence and may be contaminated by erroneously high energies when the ligand is trapped in a local 

minimum.87 The 6DOF approach more tightly locks the ligand into a predefined conformation with 

limited translational and rotational mobility to more readily achieve convergence and is dependent on 

securely holding the ligand in the pose that is physically relevant to binding. The binding energy 

predictions from the 6DOF simulation were found to have an RMSE of 5.59 kcal/mol and Pearson 

correlation 0.74 (SI Figure 12). The higher Pearson correlation observed with the 6DOF restraints enables 

a more accurate ranking of the binding energies and may be due to restricting the ligand conformational 

sampling to a small number of dominant and energetically favorable poses. Indeed, the predicted binding 

affinities for the 6DOF runs are all more negative than the experimentally determined values, consistent 

with the ligand being trapped in an excessively favorable binding mode with hindered sampling of higher 

energy states that are relevant to binding. This reflects how the entropic component is improperly 

estimated due to the more intensive restriction on sampling. It should also be pointed out that the higher 

correlation here is likely due to the more negative binding affinities spanning a larger range, indicating 

use of correlation alone may be insufficient in evaluating the performance. 

Possible Protonation States at Active Sites We next evaluated the effects of varying the ligand and 

binding pocket protonation, with deprotonated ligand phenol and Hip-46 or protonated ligand phenol and 

Hid-46 on predictive accuracy as both satisfy the steric constraint in the crystal structures. Assignment of 

hydrogens is typically not resolved with structure determination by X-ray crystallography. The issue is 

further complicated by the absence of direct pKa measurement for the system. Nevertheless, based on the 

close distance between the ligand phenol hydroxyl and Ser-198, Katz et al. inferred that the ligand phenol 

binds as an acid and is deprotonated to minimize steric clash with surrounding atoms.65 The free oxygen 

then acts as a hydrogen bond acceptor interacting with Hip-46. However, the typical pKa of a phenol 

hydroxyl is approximately 10 and those on the ligands range between 8-9,65, 118 which suggests that 

maintenance of the hydroxyl proton is favored under physiological conditions. His-46 would more likely 

assume the neutral HID form allowing hydrogen bonding to occur at 𝑁𝜀 on Hid-46. To investigate both 

possibilities, trials were conducted in four groups as all-HID (all ligands interacting with Hid-46), all-HIP 

(all ligands interacting with Hip-46), small-HID (larger phenol ligands interacting with Hip-46 and 

smaller non-phenol ligands interacting with Hid-46), and small-HIP (larger phenol ligands interacting 

with Hid-46 and smaller non-phenol ligands interacting with Hip-46).  

Utilization of deprotonated ligands and all Hip-46 (all-HIP) led to RMSE of 2.50 kcal/mol and 

Pearson correlation of 0.51 as previously shown in Figure 4. In contrast, the alternative with protonated 

ligands and all Hid-46 (all-HID) resulted in a worse RMSE of 3.91 kcal/mol and slightly reduced Pearson 

correlation of 0.47 (SI Figure 13). Since the smaller and non-phenol ligands are not expected to form 

hydrogen-bonding contact with His-46, the protonation state of His-46 may not match that for the larger 

ligands. Thus, a more appropriate comparison is between small-HID versus all-HID. Interestingly the 

small-HID condition leads to RMSE 3.40 kcal/mol and Pearson correlation 0.21 (SI Figure 13). For the 

fourth small-HIP condition, RMSE was calculated to be 3.16 kcal/mol with the highest Pearson 

correlation of 0.69 (SI Figure 13). 
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Notably, 1GJD is an outlier in all conditions, separated from the cluster of other ligands and is 

predicted to have higher binding free energy than measured in experiment for both HIP and HID 

conditions. This is potentially due to force field imperfections as discussed above: the 1GJD phenol 

pivots away from Ser-198 observed during the equilibration phase (Figure 3B). All other ligands adopted 

poses with the phenol shifted away from Ser-198 slightly to alleviate steric clash but maintained hydrogen 

bonding range. Thus, 1GJD is excluded from further binding analysis. Removal of 1GJD from aggregate 

calculations does not improve RMSE as it increased to 2.55, 4.06, 3.52, and 3.25 kcal/mol for the all-HIP, 

all-HID, small-HID, and small-HIP conditions, respectively, but its omission increases Pearson 

correlations for all-HIP to 0.55, all-HID to 0.81, reduced small-HID to 0.14, and brings small-HIP to 0.85 

(SI Figures 13). These simulations demonstrate the impact of protonation state on the binding free energy 

prediction. Our standard alchemical simulations suggest that the all-HIP condition with lowest RMSE and 

all-HID and small-HIP conditions with over 80% correlation may all explain some aspects of the 

experimental binding affinities. However, the absolute errors are all quite large, over 2.5 kcal/mol which 

is above the chemically accurate threshold of 1.0 kcal/mol. Therefore, it is still uncertain which binding 

mode best describes these challenging systems. 

Estimation of Electronic Polarization by MBAR/PBSA 

 Following optimization of protein and ligand radii for all alchemical conditions tested (SI Table 

1), we evaluated the effect of solute dielectric on the accuracy of binding affinities to assess the impact of 

incorporating polarization into the computational models. Evaluation of solute dielectric at the theoretical 

value of 2 responsible for electronic polarization119-122 shows improved Pearson correlation to as high as 

0.81, highlighting its applicability to correctly ranking candidate inhibitors by offsetting charge 

polarization errors. However, the RMSE increases to as high as 4.84 kcal/mol (SI Table 2). All samples 

are predicted to have more positive binding free energies with the increasing solute dielectrics, 

demonstrating that screening charged effects increase the predicted free energies.  

The standard Amber force fields were developed with effective partial charges to model 

electrostatics and include polarization responses to the environment (mostly in water), though only in an 

averaged, mean-field manner. They are not fully compatible with the theoretical dielectric constant of 2 

because polarization is already partially accounted for in the effective partial charges. Thus, a further 

scanning procedure to find the optimal solute dielectrics is necessary. In doing so, the RMSE to 

experimental affinities was found to be reduced to as low as 0.89 kcal/mol and the Pearson correlation is 

increased to as high as 0.88 for the all-HID condition (Figure 5, SI Table 2). Both metrics are 

dramatically improved compared to the explicit solvent simulation, enabling more accurate binding free 

energy prediction with only post-processing of existing trajectory data and minimal modification to 

current protocols.  
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Figure 5. MBAR/PBSA binding affinity calculations. The All-HID condition shows the best agreement 
to experiment with consideration of polarization effects through solute dielectric scaling. In comparison to 

values from the standard alchemical transformation, RMSE’s are reduced and Pearson correlations are 

improved for all conditions. 
 

It is interesting to see how accounting for polarization affects the prediction of binding free 

energy at the tested alternative protonation states. Among the three viable candidates from standard 

alchemical simulations, all-HIP, all-HID, and small-HIP conditions, the all-HIP condition is improved to 

1.25 kcal/mol RMSE and 0.74 Pearson correlation, the all-HID condition is calculated to have 0.89 

kcal/mol RMSE and 0.88 Pearson correlation, and the small-HIP condition is changed to 1.0 kcal/mol 

RMSE and 0.88 Pearson correlation. The last tested condition, small-HID, has 1.80 kcal/mol RMSE and 

0.32 Pearson correlation.  

This suggests that the environment of the binding pocket and charged nature of the ligands may 

not fully support the originally proposed binding mode with deprotonated phenol and Hip-46. Instead, the 

alternative hypothesis of the ligands with protonated phenol as a hydrogen bond donor and Hid-46 

assuming the role of hydrogen bond acceptor may better describe the protein-ligand interactions. Both 

protonation states satisfy the steric constraint in the crystal structures. However, the differences in errors 
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are within kT between different protonation states. Our analysis here points to the need for more definite 

NMR pKa measurement to resolve the issue.123, 124 

Conclusion  

The current study aims to understand the impact of simulation conditions for absolute binding 

calculations in the UPA system, introduces the MBAR/PBSA continuum solvent approach in the 

calculation of decharging free energies to capture electronic polarization effects absent in standard 

explicit solvent models, and evaluates the effect of varying protonation states of titratable ligands and 

protein residues in binding free energy prediction. Extensive simulations of UPA with a broad set of 

inhibitors were performed to benchmark the performance of absolute alchemical simulations, which have 

been sparsely studied due to their demanding calculation, allowing us to identify factors pivotal to 

increasing predictive accuracy. The force field description of the ligands plays a significant role in 

maintaining important interactions and poses for binding, and issues with the ligand force field 

parameters can cause inaccuracies in the binding calculation as seen in the case of 1GJD. Here, difficulty 

maintaining the short hydrogen bond between the ligand phenol and Ser-198 caused excessive rotation of 

the phenol ring and also overly positive binding energy prediction. Furthermore, the setup of simulation 

systems contributes significantly to predictive accuracy as seen in the baseline condition, which does not 

account for salt concentration, protonation state, or polarization effects. These oversights lead to poor 

performance in prediction with 3.2 kcal/mol RMSE and -0.15 Pearson correlation. As the simulation 

conditions are modified to be consistent with physiologically relevant conditions, notable improvements 

in the accuracy are observed with the RMSE decreasing to 2.5 kcal/mol and the increase in Pearson 

correlation to 0.51. The more restrictive 6DOF ligand restraints were found to overestimate binding 

affinity by keeping the ligand in a singular binding conformation, preventing exploration of relevant 

higher energy conformations and resulting in larger error, but improved Pearson correlation compared to 

1DOF restraints.  

Condition Method RMSE (kcal/mol) R 

Baseline Standard alchemical 3.22 (3.20) -0.34 (-0.15) 

Baseline + 150 mM salt  Standard alchemical 2.64 (2.58) -0.12 (0.00) 

Baseline + Deprotonated Ligands Standard alchemical 3.25 (3.13) 0.42 (0.43) 

6DOF (All-HIP) Standard alchemical 5.85 (5.59) 0.75 (0.74) 

1DOF (All-HIP) Standard alchemical 2.55 (2.50) 0.55 (0.51) 

All-HID Standard alchemical 4.06 (3.91) 0.81 (0.47) 

Small-HIP Standard alchemical 3.25 (3.16) 0.85 (0.69) 

Small-HID Standard alchemical 3.52 (3.40) 0.14 (0.21) 

All-HIP  MBAR/PBSA 1.25 (1.61) 0.73 (0.65) 

All-HID MBAR/PBSA 0.89 (1.53) 0.88 (0.67) 

Small-HIP  MBAR/PBSA 1.00 (1.48) 0.88 (0.81) 

Small-HID MBAR/PBSA 1.80 (2.18) 0.32 (0.31) 

Table 2. Summary of error and correlation statistics. Binding free energy prediction metrics with 

outlier 1GJD removed. Values in parenthesis represent inclusion of the outlier. Conditions examining 

binding pocket protonation include the simulation with 150 mM salt and deprotonated ligands (1DOF 

All-HIP). The Baseline condition is described by inclusion of only neutralizing counter-ions and with 

fully protonated ligand phenol groups. 
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Importantly, simulation conditions that affect electrostatic interactions are observed to have a 

major contribution to binding prediction accuracy, augmenting results from previous studies.57, 125 

Standard MD simulation utilizing explicit solvation and point-charge models lack the capability to 

account for electronic polarization effects that undoubtedly occur as the ligands transition from the high-

dielectric water environment to the low-dielectric protein interior. Polarization effects can be captured 

through ab initio quantum calculations that evaluate the electron densities surrounding each atom, but 

their usage is limited by steep computational costs and typically require that the system is separated into 

coupled QM/MM regions where the choice of boundary and level of QM theory entangle accurate 

treatment.126, 127 The MBAR/PBSA calculation allows the assignment of different dielectric values to 

solute and solvent, enabling us to measure the impact of including polarization effects on binding affinity 

prediction. The interior dielectric constant in PBSA parameterizes the strength of charge screening in the 

protein environment. At the default value 1, atom charges are not shielded resulting in exaggerated 

attractive and repulsive interactions as the atom partial charges, typically assigned for the ligand in gas 

phase, cannot be adjusted in standard MD simulation. This overestimation of the electrostatic potential 

can be offset by finely increasing the solute dielectric value to imitate the effect of electronic polarization 

that masks electrostatics. When the active site protonation state is defined and the polarization effects are 

modeled in the MBAR/PBSA calculation, significant enhancement of prediction accuracy is observed. 

This method is a mean-field approach demonstrated here for its ease of implementation and inspires the 

utilization of more explicit calculations of electronic polarization such as with polarizable multipole 

electrostatics.9, 13, 128 

The all-HIP condition was first inferred to be a likely protonation state satisfies the crystal steric 

constraint. It was found to have 1.25 kcal/mol RMSE and 0.73 Pearson correlation, but is not necessarily 

the definitive state as the alternative protonation state, all-HID, shows higher prediction accuracy, though 

the differences in errors are within kT. Conclusive protonation assignment requires further experimental 

validation such as pKa determination via NMR spectroscopy.123, 124 This is significant when considering 

how simulation protocols and algorithms deal with aspects of electrostatic interactions in defining 

protonation states and handling polarization effects.  

Complete examination of protonation changes is limited with existing simulation protocols. 

Exploring alternative protonation states becomes an important and complicating process if the proton 

transfer events of the whole system are coupled to the binding process. In the Supporting Information, the 

calculation of the contributions of a single titratable group coupled to the binding process is discussed. 

However, this simple model is inadequate for most protein systems, as they often have multiple titratable 

groups that are coupled directly or through long- range allosteric interactions.129, 130 In particular, the 

current UPA system involves titratable residues in the active site at His-46, His-94, and Asp-97, and 

titratable functional groups on several ligands such as the phenol hydroxyl. Direct interaction may shift 

the pKa of the titratable groups involved. The investigation of how to approach these coupled processes 

has been explored by several groups131-134 and includes approaches ranging from corrections as discussed 

in the SI,132, 133 the explicit enumeration of protonation states for the binding simulations, and techniques 

such as constant pH molecular dynamics.134 

Supporting Information 

Discussion of apparent binding free energies with one titratable group, MBAR/PBSA accuracy, binding 

free energy predictions for all conditions, illustration of restraint definitions, decharging and VDW free 

energies from alchemical simulations, illustration of the UPA active site with ligand, B-Factor, GAFF and 

GAFF2 structure analysis, and correlation plots of binding affinity for differing protonation states, with 

and without outlier and with MBAR/PBSA postprocessing. 
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SI Discussion 

Apparent Binding Free Energies with One Titratable Group in the Active Site 

 The presence of titratable groups in the active site poses an additional challenge for the 

calculation of binding free energies. The experimentally resolved apparent binding free energies 

encapsulate the whole physical process, which may not distinguish the contributions of coupled processes 

to the protein-ligand binding event. Titratable groups in the active site are susceptible to the system pH, 

and this susceptibility is observed in the pH dependence of receptor-ligand binding1, 2 and enzymatic 

catalysis3. This can be further complicated when the interaction of the binding ligand shifts the pKa of 

those titratable groups which can alter protonation states. These interactions and coupled processes need 

to be considered for the binding free energy calculations. Using a single titratable group as a model 

coupled process, one can derive the separable contributions from the coupled processes. The coupled 

binding process can be separated into four separate processes: binding in the protonated form, binding in 

the deprotonated form, and protonation/deprotonation processes in the free and complex states defined in 

the illustrated thermodynamic cycle where one of the binding processes is directly calculated. 

 

The apparent binding constant can be expressed with a proton dissociation process for both the complex 

and free states,  

𝐾𝑎𝑝𝑝 =  
[𝑅𝐿𝐻] + [𝑅𝐿−] 

[𝑅][𝐿𝐻] + [𝑅][𝐿−]
 

This can be further simplified by substitution to give,  



𝐾𝑎𝑝𝑝 = 𝐾𝑏
0
(1 + (𝐾𝑎

𝐶)−1[𝐻])

(1 + (𝐾𝑎
𝐹)−1[𝐻])

 

where 𝐾𝑏
0 =

[𝑅𝐿𝐻]

[𝑅][𝐿𝐻] 
 is the protonated binding equilibrium constant, 𝐾𝑎

𝐶 =  
[𝑅𝐿−][𝐻] 

[𝑅𝐿𝐻]
 and 𝐾𝑎

𝐹 =  
 [𝐿−][𝐻] 

[𝐿𝐻]
 are 

the proton dissociation constants in the complex and free states, respectively. The proton dissociation 

constants can be expressed in pKa and pH units, and the change in free energy can be calculated using  

∆𝐺𝑜(𝑝𝐻) = −𝑘𝑏𝑇 [ln 𝐾𝑏
0 + ln

(1+10𝑝𝐻−𝑝𝐾𝑎
𝐶
)

(1+10𝑝𝐻−𝑝𝐾𝑎
𝐹 )
]4, 5 

The charged binding equilibrium constant can be converted to the binding free energy which can be 

explicitly calculated, where ∆𝐺𝑏𝑖𝑛𝑑
𝑃𝑟𝑜𝑡 = −𝑘𝑏𝑇 ln𝐾𝑏

0, resulting in 

∆𝐺𝑜(𝑝𝐻) = ∆𝐺𝑏𝑖𝑛𝑑
𝑃𝑟𝑜𝑡 − 𝑘𝑏𝑇 ln

(1 + 10𝑝𝐻−𝑝𝐾𝑎
𝐶 )

(1 + 10𝑝𝐻−𝑝𝐾𝑎
𝐹 )

 

Additionally, this equation then becomes process dependent, where the equation for binding coupled to a 

proton association process is, 

∆𝐺𝑜(𝑝𝐻) = ∆𝐺𝑏𝑖𝑛𝑑
𝐷𝑒𝑝𝑟𝑜𝑡 − 𝑘𝑏𝑇 ln

(1 + 10𝑝𝐾𝑎
𝐶 −𝑝𝐻)

(1 + 10𝑝𝐾𝑎
𝐹−𝑝𝐻 )

 

Application of the above equation shows that computation of the apparent binding free energy requires 

the pKa’s of the ligand in both the free and bound states in addition to the simulated binding affinity of 

the ligand in either of the states. However, the application of this simplified single titratable group 

coupled binding process equation is apparently inadequate in describing the complete binding process for 

most protein systems where many residues in the active site are also titratable and require proper 

modeling. 



SI Tables 

Condition Epsin RMSE (kcal/mol) R 

All HIP 1 2.31 0.60 

All HID 1 3.75 0.75 

Small HIP 1 2.89 0.85 

Small HID 1 3.32 0.17 

Table 1. MBAR/PBSA binding affinity accuracy with optimized Radiscale and Protscale 

parameters. Radiscale and Protscale values were scaled to minimize mean absolute error between 

MBAR/PBSA free energies and explicit solvent free energies. 

 

Condition Epsin RMSE (kcal/mol) R 

All-HIP 
1.17 1.25 0.74 

2 4.84 0.81 

All-HID 
1.43 0.89 0.88 

2 2.65 0.88 

Small-HIP 
1.27 1.00 0.88 

2 3.91 0.87 

Small-HID 
1.28 1.80 0.32 

2 3.90 0.52 

Table 2. Binding affinity prediction accuracy versus solute interior dielectric (Epsin) with 

MBAR/PBSA. Commonly used Epsin of 2.0 and Epsin resulting in the lowest RMSE to experiment are 

reported. All-HID condition shows the lowest RMSE and highest Pearson correlation at optimized Epsin. 

Epsin 2.0 results in improved Pearson correlations, but also higher RMSE’s.  

 

 

 

 

 

 

 

 



Sample Baseline Baseline 

+ 

150mM 

salt 

Baseline 

+ 

deproto

nated 

ligands 

1DOF 

All-Hip 

6DOF 

All-Hip 

All HID Small 

HIP 

Small 

HID 

PBSA 

All HIP 

PBSA 

All HID 

PBSA 

Small 

HIP 

PBSA 

Small 

HID 

Experi

ment 

1C5X -13.32 -11.15 -13.32 -11.15 -14.29 -12.68 -11.15 -12.68 -8.81 -8.55 -7.78 -9.68 -9.01 

1C5Y -10.83 -10.37 -10.83 -10.37 -13.91 -11.66 -10.37 -11.66 -7.47 -6.93 -6.35 -8.09 -5.67 

1C5Z -9.89 -6.87 -9.89 -6.87 -8.95 -10.74 -6.87 -10.74 -4.60 -6.60 -3.57 -7.70 -5.42 

1GI7 -8.88 -9.68 -8.88 -9.68 -11.39 -10.26 -9.68 -10.26 -7.93 -6.81 -7.21 -7.73 -6.09 

1GJ7 -6.87 -7.35 -13.10 -12.08 -17.74 -13.41 -13.41 -12.08 -10.12 -10.49 -11.23 -9.19 -10.86 

1GJ8 -8.35 -6.89 -7.92 -7.99 -13.66 -11.51 -11.51 -7.99 -7.13 -7.86 -8.77 -6.71 -9.39 

1GJA -8.49 -8.15 -6.78 -7.82 -9.15 -10.87 -10.87 -7.82 -6.32 -6.38 -7.60 -5.54 -7.32 

1GJB -8.64 -8.44 -9.89 -11.23 -15.75 -12.50 -12.50 -11.23 -8.56 -8.58 -9.59 -7.47 -8.57 

1GJD -4.05 -5.09 -5.47 -5.08 -9.14 -4.85 -4.85 -5.08 -3.60 -3.03 -3.48 -2.73 -7.05 

1O3P -7.66 -10.36 -12.63 -11.41 -16.18 -12.73 -12.73 -11.41 -9.19 -8.81 -9.86 -8.24 -8.99 

Table 3. Full binding predictions at all conditions tested compared to experimental values. Absolute binding free energy calculations 

aggregated from 5 independent replicates with randomized starting velocities. All units reported in kcal/mol.



SI Figures 

 

Figure 1. Illustration of Boresch 6DOF orientational restraints. The ligand is constrained by a single 

distance, two angles, and three dihedrals selected from the end of the equilibration phase to lock the 

ligand into a target conformation. 1DOF condition involves only the distance restraint, which allows 

greater exploration of conformational states at the cost of slower convergence.    

 



 

Figure 2. Free energy transitions during the decharging phase for the complex trajectories in the 

baseline simulation. Individual replicates show only small variation, the aggregated energies show 

almost complete overlap and smooth, nearly linear transition from full ligand partial charges to zero. 

 



 

Figure 3. Free energy transition during the decharging phase for the ligand trajectories in the 

baseline alchemical simulation. The same pattern of small variation and linear transition from full ligand 

partial charges to zero as the complex is observed. 

 



 

Figure 4. Free energy transition during the VDW phase for the complex trajectories in the baseline 

simulation. High variance is observed between replicates, highlighting the sampling difficulties 

associated with decoupling VDW interactions.    

 



 

Figure 5. Free energy transition during the VDW phase for the ligand trajectories in the baseline 

simulation. Replicates show high agreement over the course of the highly non-linear transitions.    

 

 

 

 



 

Figure 6. Illustration of the UPA binding pocket with all residues within 6 Å of the ligand 

highlighted. Notable residues include His-46 which is titratable and observed to form a hydrogen bond 

with the ligand phenol. Asp-192 is located at the base of the binding pocket and forms salt bridges with 

the positively charged amidine. Sample ligand 1O3P is highlighted in green.    

 

 

Figure 7. Analysis of binding pocket flexibility through normalized B-factor Z-scores. All structures 

show similar binding pocket flexibility, with higher than average rigidity relative to the rest of the protein. 

Ligands show varying levels of displacement, notably 1GI7 shows the highest flexibility, which is larger 

in size but unable to form a hydrogen bond to Ser-198. 1GJB shows the highest stability, potentially due 

to its hydrophobic benzene groups and internal hydrogen bond between the ligand phenol and nitrogen. 

Each marker represents the Z-score per residue with all atoms averaged.  

 



 

Figure 8. Inhibitor equilibration poses from GAFF and GAFF2 compared to starting crystal poses. 

GAFF and GAFF2 trajectories show similar trends, with the ligands moving further into the binding 

pocket to more tightly interact with Asp-192, and outward twisting of the phenol tail to relieve steric 

clash. Structures were generated from identifying the frame with the lowest RMSD to the average 

structure from the last 10 ns of equilibration. The starting crystal structure models are colored green, 

GAFF samples are colored cyan, and GAFF2 samples are colored purple.       

 

 

Figure 9. Backbone CA RMSD development over equilibration with GAFF and GAFF2 force fields. 

No clear pattern emerges, all proteins drift away from the starting ligand pose and show a maximum 

divergence of ~1.2 Å RMSD, indicating that minor conformational changes occur. 

 



 

Figure 10. Binding pocket CA RMSD development over equilibration with GAFF and GAFF2 force 

fields. All GAFF samples show stability and do not change noticeably from the crystal over the course of 

equilibration. In GAFF2, 1GJD shows larger divergence from the crystal pose reaching 0.75 A RMSD. 

 

Figure 11. Ligand heavy atom RMSD development over the equilibration with GAFF and GAFF2 

force fields. Small ligands (1C5X, 1C5Y, 1C5Z, and 1GI7) show minimal changes in positioning. 1GJ8 

shows consistent departure from the crystal pose, the ligand moves further into the binding pocket to 

maximize hydrophobic interactions and polar interactions with Asp-192. 1GJD shows dissimilarity with 

crystal as well, from the rotation of the phenol group outward leading to the loss of the hydrogen bond. 

The aberration is more substantial with GAFF2. 



 

Figure 12. Comparison of 1DOF and 6DOF restraint schemes. The 1DOF single distance restraint 

showed lower error, but worse Pearson correlation than the 6DOF (Boresch) method. Samples with the 

6DOF restraint showed excessively negative free energy predictions, indicating potential over-

stabilization in a favorable pose.   

 



 

Figure 13. Binding affinity predictions with standard alchemical simulation with different 

protonation states. In general, binding affinities are predicted to be more negative than expected, 

possibly due to exaggeration of favorable charge-charge interactions typical of the point-charge models 

used. 1GJD is shown to be an outlier, with free energies far more positive than the cluster of other tested 

ligands, this is likely related to the issues in sampling incorrect binding poses recognized during 

equilibration where the phenol swings outward such that the native hydrogen bond to Ser-198 is not 

maintained.   



 

Figure 14. Binding affinity predictions with outlier 1GJD removed for standard alchemical 

simulation with different protonation states. In the standard alchemical simulation, minimal change is 

seen in RMSE for all conditions. However, Pearson correlation is found to improve dramatically for both 

All-HID and Small-HIP conditions.   



 

Figure 15. MBAR/PBSA binding affinity calculations including the outlier 1GJD. All metrics are 

found to worsen with the outlier pushing the trend toward overly positive values.
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